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a Faculté de Psychologie et Sciences de L'Education, Boulevard du Pont d'Arve, 40, (FPSE), Université de Genève, 1205, Geneva, Switzerland
b Campus Biotech, Chemin des Mines, 9, 1202, Geneva, Switzerland
c Schoffelgasse 4, 8001, Zurich, Switzerland
d Department of Psychology, University of Wisconsin-Madison, 1202 W Johnson St, Madison, WI, 53706, United States

A R T I C L E  I N F O

Keywords:
Cognitive training
Intervention studies
Online assessment
Methods

A B S T R A C T

Intervention studies are the current gold standard when investigating the causal link between an intervention (e. 
g., physical activity, cognitive training, meditation, action video games) and its impact on cognitive functions. 
Such studies are resource intensive, especially when conducted to the latest standards in the field. Recently, it has 
been noted that the development of online tools to conduct such studies may significantly reduce resource de
mands, and thus allow more of these acutely necessary studies to be carried out. Here we present a series of tools 
to conduct intervention studies in a fully online fashion such that participants may go through the entire 
experimental pipeline without any contact with the experimenters. In particular this included Prolific for 
participant recruitment and management, the implementation of a pseudo-randomized group assignment pro
cedure such that groups are matched at pre-test, and the development of various dashboards for experimenters 
and participants to follow their progression throughout the pipeline. These tools were implemented in a 12-h 
mechanistic cognitive training study where participants completed the training and pre- and post-test assess
ments remotely over multiple weeks. This new digital pipeline allowed us to limit the resource demands, 
implement strong masking practices, recruit a sample more diverse than the usual WEIRD in-laboratory samples, 
and complete the study in less time than usually needed.

1. Introduction

Over the past several decades, a massive increase in our under
standing of the basic scientific principles underlying neuroplasticity, 
paired with a concomitant increase in our knowledge of how to utilize 
such principles in behavioral training paradigms (Deveau et al., 2015; 
Raviv et al., 2022), has provided optimism that tools for cognitive 
enhancement may become routinely deployed. This in turn has resulted 
in significant interest in methods to most convincingly demonstrate the 
efficacy of such tools.

Intervention studies, which are the gold standard when it comes to 
establishing causal effects of all forms of behavioral training throughout 

the psychological sciences, including in cognitive training, follow 
similar broad procedures as many randomized controlled trials in the 
medical domain (Friedman et al., 2015; Houle, 2015). More precisely, in 
the cognitive training domain (Green et al., 2019), a group of partici
pants is first tested on a series of cognitive measures (pre-test/baseline). 
They are then typically randomly assigned to one of two types of in
terventions: (i) cognitively demanding training (active group) or (ii) 
some type of control experience. In methodologically stronger studies, 
the control experience involves training that is matched with the active 
training along as many dimensions as possible, while still having 
significantly reduced cognitive demands (active control).2 In less 
methodologically strong studies, the control experience might instead 
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field of cognitive training, though, there is no commonly accepted intervention that could be considered to be “treatment-as-usual”. As such, in this field, the 
“standard” treatment is just business-as-usual (Green et al., 2019).
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simply be no training at all (such a group-type goes by multiple labels 
depending on the field, including passive control, test-retest control, no- 
contact control, or business-as-usual control). After pre-testing, partici
pants then undergo their given training experiences. In most work in the 
field, this has involved between a few hours (Ainsworth et al., 2013; 
Lilienthal et al., 2013; Moreau et al., 2017; Prins et al., 2011) to tens of 
hours of training or more (Bostock et al., 2019; Schmiedek, 2010; Zhang 
et al., 2021), with larger effects typically being observed with longer 
durations of training (Bediou et al., 2023; Jaeggi et al., 2008; Ludyga 
et al., 2020; Osman et al., 2023; Schwaighofer et al., 2015; Verhaeghen, 
2021). Finally, following training, participants are tested again (post- 
test) on the same set of tasks as at pre-test. The critical question is then 
whether the participants in the active group showed larger improve
ments from pre-test to post-test than the control group(s) on the 
cognitive tasks of interest.

Using this kind of intervention paradigm, results suggest that it may 
be possible for cognitive training to enhance a broad range of cognitive 
abilities. For example, different kinds of computer-based training par
adigms that challenge executive functions and/or attentional control 
have been shown to lead to improvements in untrained aspects of 
working memory (Anguera et al., 2012; Berger et al., 2020; Brehmer 
et al., 2012; Jaeggi et al., 2008; Jaeggi, Buschkuehl, et al., 2010; 
Schweizer et al., 2011), visuo-spatial skills (Adams et al., 2016; Feng 
et al., 2007; Stepankova et al., 2014), fluid intelligence (Jaeggi et al., 
2008; Jaeggi, Studer-Luethi, et al., 2010; Jaušovec & Jaušovec, 2012; 
Schmiedek, 2010; Schweizer et al., 2011), speed of processing (Ball 
et al., 2013; Rebok et al., 2014), visual attention (Belchior et al., 2013; 
Green & Bavelier, 2003; Strobach et al., 2012; Wu & Spence, 2013; 
Zhang et al., 2021), visual working memory (Blacker & Curby, 2013; 
Novak & Tassell, 2015; Oei & Patterson, 2013), and cognitive flexibility 
(Green et al., 2012; Hutchinson et al., 2016; Strobach et al., 2012). This 
is not limited to computerized cognitive training but extends to prac
ticing focused attention meditation (in person or via apps), shown to 
improve working memory and inhibition (see Verhaeghen, 2021 for a 
meta-analysis) or practicing physical exercise, which has been linked to 
better inhibitory control (Chuang et al., 2015; Maillot et al., 2012; Stroth 
et al., 2010), working memory (Moreau et al., 2015), and executive 
functions (Fedewa & Ahn, 2011; Hillman et al., 2005; Prakash et al., 
2015; Sibley & Etnier, 2003). While the studies above have largely 
focused on enhancing executive functions in healthy participants, other 
studies examine possible impact beyond executive functions and beyond 
healthy populations. Promising results include reducing ADHD symp
toms in children (Bigorra et al., 2016; Klingberg et al., 2005, 2002; 
Mishra et al., 2016), improving language and math abilities 
(Franceschini et al., 2013; Libertus et al., 2017; Loosli et al., 2012; 
Novak & Tassell, 2015; Pasqualotto et al., 2022; Wang et al., 2019), 
enhancing vision in those with and without vision-impairments (Green 
& Bavelier, 2007; R. Li et al., 2009; Nyquist et al., 2016; R. W. Li et al., 
2011; Vedamurthy et al., 2015), decreasing stress and depression while 
increasing psychological well-being (Hale et al., 2021; Marquez et al., 
2020; Netz et al., 2005; Verhaeghen, 2017) and finally augmenting 
quality of life in older adults (Brehmer et al., 2012; Gavelin et al., 2021; 
Hou et al., 2020; Kelly et al., 2014; Nguyen et al., 2019; Rebok et al., 
2014).

However, while a substantial number of both empirical papers and 
meta-analyses of the empirical literature have supported the idea that 
various cognitive capacities could be augmented via some forms of 
computerized behavioral training, it is worth noting that other inter
vention studies with similar approaches as well as some meta-analyses 
have failed to find such effects (Abdin et al., 2018; Brehmer et al., 
2012; Chooi & Thompson, 2012; Kelly et al., 2014; Melby-Lervåg et al., 
2016; Moreno-Peral et al., 2022; Owens et al., 2013; Redick et al., 2013; 
Sala et al., 2019; Sink et al., 2015; Thompson et al., 2013; Verhaeghen, 
2021; Von Bastian et al., 2013; Young et al., 2015). Importantly, to 
resolve these discrepancies, essentially all reviews and meta-analyses 
have identified a similar set of seven limitations across the field of 

cognitive training (Green et al., 2019).
Prevalence of studies without proper control training conditions. As noted 

by a number of meta-analyses focused on various types of behavioral 
interventions to enhance cognitive function, it is not particularly un
usual for such designs to fail to include an active control group (working 
memory training: 20 out of 30 (Sala et al., 2019), 52/106 (Melby-Lervåg 
et al., 2016), 57/112 (Weicker et al., 2016), 12/24 (Au et al., 2015); 
Action Video Games: 22/33 (Sala et al., 2018); aerobic exercise: 22/80 
(Ludyga et al., 2020), commercially-available computerized training: 8/ 
21 (Tetlow & Edwards, 2017), meditation: 26/46 (Verhaeghen, 2021). 
While business-as-usual control groups allow researchers to control for 
test-retest effects, they are not an appropriate controls for other factors 
that may contribute to pre- to post-test improvements such as motiva
tion (Greene & Miller, 1996; Honicke & Broadbent, 2016; Walker et al., 
2006), expectations (Boot et al., 2013; Denkinger et al., 2021; Foroughi 
et al., 2016; Parong et al., 2022), or experimenter effects (Mayo, 1993). 
Thus, in the absence of an appropriate active control group, it is not 
possible to unambiguously attribute pre- to post-test effects to the 
intervention and its presumed active components.

Small sample size studies (i.e. underpowered studies). Given the ex
pected effect sizes in cognitive training (about Hedge's G = 0.3), power 
analyses at a power of 0.8 yield a minimum of 25 participants per group, 
and 41 with a power of 0.95 (computed with G*Power, Faul et al., 
2009). In recent meta-analyses of interventions to improve cognition, 
66 % of included studies had fewer than 25 participants per group and 
thus were likely underpowered (working memory training: 25 out of 30 
(Sala et al., 2019), 139 out of 216 (Melby-Lervåg et al., 2016), 87 out of 
112 (Weicker et al., 2016); Action Video Games: 22 out of 22 (Bediou 
et al., 2018), 24 out of 33 (Sala et al., 2018); aerobic exercise: 21 out of 
51 (Ludyga et al., 2020), commercially-available computerized training: 
7 out of 21 (Tetlow & Edwards, 2017), meditation: 27 out of 46 
(Verhaeghen, 2021)).

Paucity of studied with longer training durations. While 10 h of training 
have sometimes been reported to be sufficient to induce plastic changes 
in cognitive abilities following training (Feng et al., 2007; Haimov & 
Shatil, 2013; Jaeggi et al., 2008; Lilienthal et al., 2013; Moreau et al., 
2015; Schmidt et al., 2015; Stepankova et al., 2014; Vance et al., 2007; 
Wu & Spence, 2013), most empirical evidence (as well as essentially all 
theory) points toward a dose-response effect between training duration 
and size of training effects (Bediou et al., 2018; Chen et al., 2020; Jaeggi 
et al., 2008; Osman et al., 2023; Stepankova et al., 2014; Verhaeghen, 
2021; Weicker et al., 2016). In recent meta-analyses of interventions to 
improve cognition, 48 % of included studies had a training duration of 
10 h or less which may explain the mixed results observed so far in the 
literature (working memory training: 25 out of 30 (Sala et al., 2019), 60 
out of 106 (Melby-Lervåg et al., 2016), 57 out of 112 (Weicker et al., 
2016); Action Video Games: 9 out of 22 (Bediou et al., 2018), 16 out of 
33 (Sala et al., 2018); aerobic exercise: 10 out of 51 (Ludyga et al., 
2020), meditation: 24 out of 41 (Verhaeghen, 2021)).

Non-systematic use of masking practices3. The preferred design when 
evaluating the impact of an intervention are intervention studies where 
both the participant and the experimenter are unaware of the condition 
to which the participant is assigned. In the case of cognitive training 
however, it is not possible to fully mask condition to the participants as 
they will necessarily be cognizant of what their assigned training entails 
(i.e., as compared to a drug study, which could use two pills that look 
identical but only one of them contains the active substance). In this 
field, the focus is thus on masking the participant to the experimenter 
intent rather than to the intervention content per se, as well as masking 

3 We note that this has historically been called “blinding”. However, because 
this practice does not involve literally making the participants or experimenter 
unable to see (and thus could be considered ableist), we use terms such as 
“masking” or “unaware,” which are more accurate descriptions of the intention 
of experimental procedures (see Morris et al., 2007).
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experimenters to the condition of the participant. As discussed in Green 
et al. (2019), this can potentially be achieved by presenting all arms of 
the intervention study to participants as active (noting that this is not 
necessarily always trivial given that the content of various experiences 
may naturally produce different expectations in participants) and by 
masking the experimenters involved in participants' skill evaluation.

Homogeneity of sample populations. A major concern in the field of 
psychology is the over-reliance of behavioral research on WEIRD sam
ples (White, Educated, Industrialized, Rich, and Democratic) that are 
not necessarily representative of the average human population 
(Henrich et al., 2010). As such, many results from behavioral psychology 
and neuroscience may not be reproducible when the study includes a 
more heterogenous sample (Dotson & Duarte, 2020). Including more 
heterogenous samples would provide the much needed opportunity to 
develop more complete and nuanced theories of cognitive mechanisms 
(Bryan et al., 2021).

Potential mismatch of groups at pre-test. While random group assign
ment is often considered the gold standard for intervention studies, 
purely random group assignments may lead to differences between 
group at baseline/pre-test. This possibility becomes even more likely 
when sample size is small (Bruhn & McKenzie, 2023). Unfortunately, 
there is no statistical way to fully and convincingly control for pre-test 
differences between groups once present (Green et al., 2013; Miller & 
Chapman, 2001). Methods such as stratification (also known as blocking 
or pairing) (Addelman, 1969; Feldt, 1958) or minimization (Pocock & 
Simon, 1975; Taves, 1974), can be used to minimize variance at pre-test 
between the groups of the intervention. However, stratification methods 
usually handle matching across more than a couple of variables, or 
matching on variables for which the distribution is not well-known 
poorly. Stratification and minimization methods usually require that 
several or even all the participants be recruited before they can begin the 
experiment, and some methods (such as pairing) will lead to some 
participants being discarded from the final sample as no match could be 
found for them. These methods can thus be impractical for studies as 
resource-intensive as intervention studies.

Lack of systematic business-as-usual group as a baseline. Intervention 
studies testing cognitive training interventions should include a 
business-as-usual control group in addition to an active control group(s) 
(Green et al., 2019). For example in the case of mechanistic studies 
where the goal is to investigate which features of an intervention leads 
to observed cognitive enhancements, a business-as-usual control group 
helps in the interpretation if the result is an absence of difference in 
cognitive changes between the experimental and active control group (i. 
e., to arbitrate whether “neither group” improved beyond test-retest 
effects or “both groups” improved by the same amount). In efficacy 
studies where the goal of the control groups is to control for external 
confounds (e.g. expectations, development, etc.), such a business-as- 
usual control group allows researchers to disentangle cases where the 
control groups may not have controlled well enough for these external 
confounds. In addition, a business-as-usual control group also allows 
researchers to ensure that interventions do not cause any harm to the 
target population, especially when the intervention replaces other 
crucial activities for development or health. Finally, including a 
business-as-usual control group in all intervention studies allows for 
stronger meta-analyses. Indeed, with a business-as-usual control, all 
intervention studies would share that similar point of comparison, and 
thus effect-sizes could be accurately compared.

Addressing the issues listed above comes with a host of obvious costs 
– in terms of funds, staff hours, participant hours, etc. These are no small 
concerns, as intervention studies already require substantial amounts of 
staff time and financial resources. For example, adding an active control 
condition (compared to a business-as-usual control) means doubling 
both the staff in charge of supervising participants during training and 
the participant payments (since now twice as many participants are 
completing training hours that need to be compensated). Enrolling more 
participants, or increasing the duration of training, both mean either 

having a study run for longer (thus running the risk of polluting the 
sample with cohort effects), or supervising more participants simulta
neously to keep the study within a sensible time frame. Recruiting more 
diverse participants, such as reaching out to non-WEIRD communities, 
also comes at a cost of having the lab staff scout outside of the usual 
convenience samples to ensure greater diversity of the subject pool. 
Finally, better masking practices whereby the experimenters testing 
participants are unaware of the participant group assignment doubles 
the staff needed to support the study: one half of the team will be in 
charge of monitoring participants during training, allowing the other 
half to remain unaware of group assignment as they take care of pre-test 
and post-test assessments. Meeting these new methodological demands 
therefore comes at a cost and runs the risk of being too burdensome for 
some laboratories or communities.

The present work considers the application of new methodological 
advances in online data collection to help alleviate the limitations 
considered above. In particular, we focus on studies conducted on 
samples of healthy young adults, and we recognize that how these 
limitations can be best addressed will depend on the specific needs of the 
target population (e.g. older adults, patients, kids, etc…). While online 
data collection in some domains is not new (e.g., market research/ 
questionnaire studies have enrolled participants in this way since the 
early 90s (Krosnick, 1999; Rand, 2012; Van Selm & Jankowski, 2006), it 
certainly was not a typical approach in most of the social sciences prior 
to the past decade or so (Sassenberg & Ditrich, 2019). For instance, in 
four large social psychology journals, the proportion of studies with data 
collected online increased from 10 % in 2009 to 50 % of the studies in 
2018, with a large percentage of online studies relying on self-report 
questionnaires (50 % in 2009 up to more than 65 % in 2018) rather 
than the computer-based task assessments required to objectively mea
sure constructs such as perceptual, attentional or other cognitive skills. 
However, the development of Python (e.g., PsychoPy: Peirce et al., 
2019) and Javascript (e.g., PsychoPy's counterpart PsychoJs, and 
jsPsych: De Leeuw et al., 2023) libraries with reliable display durations 
for stimuli and reaction time measurements (Anwyl-Irvine et al., 2021; 
Bridges et al., 2020; Hilbig, 2016) has allowed psychologists and neu
roscientists to develop robust cognitive assessments that can be 
deployed online. This effort has also been supported by the advent of 
platforms such as Pavlovia (pavlovia.org), Gorilla (Anwyl-Irvine et al., 
2020), or Millisecond (Inquisit 5, 2016) that handle all the backend 
necessary to host cognitive tasks and online participant recruitment 
platforms, such as Prolific and MTurk, that allow researchers to reach 
large numbers of participants even beyond their own university or sur
rounding community. However, most online studies are limited to a 
single session of data collection (which may include a series of tasks, 
some questionnaires, or a combination of both), and to date no fully 
online intervention study (i.e., without any contact between experi
menter participants) has been completed to our knowledge.

Designing fully-online intervention studies requires the development 
of seamless experimental pipelines from the point of view of the 
participant. In other words, assuming that a participant does not face 
any technical issues, they should not have to interact with an experi
menter at any time during the experiment, and the experiment should 
feel like a coherent complete experience as termed in the field of user 
experience design (Nielsen, 1994; Plass et al., 2019). Such a paradigm 
would remove the limits imposed by the number of experimenters 
available at any given time to supervise training/assessment, and with 
proper tools, the demand in human resources needed to manage the 
same number of participants would be much lower than with typical 
supervised assessment. Participants would thus be able to complete their 
sessions independently of experimenter availability (freeing precious 
human-hours) and hardware availability (such that several participants 
can complete the tasks simultaneously). In addition, providing seamless 
transitions between the different parts of the experiment (for example 
recruitment, pre-test assessments, training times or post-test assess
ments) would ensure that the participant does not feel any barrier to 
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their progression in the study. Such barriers include having to re-enter 
an infrequent subject code they may have forgotten, going to an 
obscure link, or waiting on an experimenter to unlock the next step. On 
the researcher side, this may be achieved by creating a user-friendly 
automatic pipeline in which the experimenter inputs are limited to a 
minimum.

There currently exists no online platform that allows for a completely 
automatic implementation of a full intervention study with a training 
period several weeks long and multi-day pre- and post-test assessments. 
In this paper, we present the technical methods we used to conduct a 
fully online, nearly fully automatic 12-h intervention study as a tutorial 
on how to implement such complex intervention studies. The protocol of 
the study involved a pre-test assessment where participants completed 
questionnaires and cognitive tasks for about an hour (pre-test), after 
which they were assigned to one of five groups depending on their sex, 
age, and visual attention abilities at pre-test. As the design of this study 
best fit the “Basic science” category from Green et al. (2019) - where 
various arms are used to examine specific mechanics - this study 
included one active intervention group, three other active control 
groups controlling for different aspects of the training, and a business-as- 
usual group controlling for test-retest effects (i.e. rather than the simpler 
two-arm: experimental and active control group efficacy design). The 
participants then trained for 12 h (distributed over a 4 to 6 weeks 
period) on a gamified cognitive task embedded within a custom-made 
video game (Training), and finally, they completed questionnaires and 
cognitive tasks over 4 days (post-test).

Below we detail how to use Prolific for intervention studies, how to 
manage multi-day pre-test and/or post-test assessments, and present the 
tools used by the researchers and the participants at each step of the 
experiment to create a seamless experience for the participant with no 
contact with the experimenters. The tools that were implemented for 
each of the successive steps of the study, in each case from the point of 
view of the participant and then of the experimenter.

2. Methods

As part of the study, participants (typical healthy young adults) 
successively completed four parts: recruitment, pre-test, training, and 
post-test. Each part was further divided into daily sessions. Given our 
focus here was on general methodological advances, we do not fully 
describe the specific tasks or training paradigms below. Instead, this 
study should be treated as a standard pre-test → training → post-test 
design. For the participant, recruitment involved responding to an ad 
on Prolific, responding to a filtering question, and agreeing to the 

consent form. Pre-test was composed of a set of pre-test questionnaires 
and a battery of cognitive tasks; with recruitment and pre-test all being 
completed in one session. The training consisted of completing the 12 h 
on the training game within the allotted time period of 4–6 weeks; this 
occurred entirely outside of Prolific. Finally, the post-test brought par
ticipants back within Prolific and involved completing questionnaires as 
well as a battery of tasks spread over four days, with one session per day. 
Fig. 1 provides a succinct overview of the study design. This study was 
reviewed and approved by the Commission Cantonale d’Ethique et de 
Recherche in Geneva, Switzerland, with the approval number 2018- 
01669, dated January 10th, 2019.

Participants were paid for any and all time they spent in the study, 
even if they chose to drop out early, following standard practices and 
research ethics in the field of behavioral intervention studies. In addi
tion, and also in line with the incentivization often practiced in long 
intervention studies, participants received a bonus payment upon 
completing all their assigned stages of the study. Participants were 
informed of this payment structure in the ad for the study, and it was 
repeated during the consent process. To automatize the pipeline, we 
ensured that (1) the enrollment in the study, (2) the questionnaires and 
cognitive batteries, (3) the training games, and (4) the transitions be
tween the various steps of the pipeline could all be completed without 
researcher intervention. Here, a step refers to each component of the 
pipeline as presented in Figs. 2, 3, and 4.

Given the constraints that using Prolific imposed on our design, we 
will first present how we used Prolific for such a multi-day intervention 
study before explaining how each step of our design was implemented 
online.

2.1. How to use Prolific for studies with many sessions

When a participant enters a study on Prolific, Prolific expects the 
participant to signal completion of the study within a time window 
consistent with the duration of the study advertised by the experimenter. 
In addition, Prolific does not allow for compensation lower than the 
minimal wage (set at 6.00£/hour at the time our study was running), 
meaning that for an intervention study spanning several weeks, one 
cannot just open a study on Prolific that the participant would enter at 
pre-test and close after completion of post-test.

As such, the study needed to be divided into “sessions” that could 
each be completed in one sitting, each one of them being linked to an 
individual “Prolific study” to be marked as completed when participants 
finished the corresponding session. To avoid any ambiguity, in the 
context of the methods, we will refer to the studies created on Prolific 

Fig. 1. Overview of the design of the study. Abbreviations: MOT (Multiple Object Tracking task), UFOV (Useful Field of View task), VSTM (Visual Short-Term 
Memory task), AB (Attentional Blink task), N-back (N-Back task).
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that participants can register to as “Prolific studies”, and we will refer to 
the ensemble of tasks a participant was asked to complete on a given day 
as “session”. In our case, we thus created 5 different Prolific studies, one 
for the pre-test session and four for the 4 sessions of post-test (one per 
day). The training sessions were not carried within Prolific in order to 
allow the participants to follow their own schedule as long as they 
completed the training within the allotted time window (see also Fig. 1).

To recruit participants, the pre-test session was advertised on Prolific 
to eligible participants. The advertisement for the pre-test session 
detailed the whole procedure: pre-test, training, post-test, the duration 
of each session and each part, the expected compensation for completing 
each part (including the bonus reward for overall study completion), 
and the schedule that participants were expected to follow. However, 
since from the point of view of Prolific, this session only concerned the 
pre-test, we marked it as completed for the participants who completed 
the pre-test assessments.

For the post-test which included 4 sessions and one-session-per-day 
structure, we used the “allow list” feature of Prolific studies. This 
allowed us to open access to a given session only to the participants who 
had completed the previous session the day before at the latest. Since 
this procedure could not be done automatically on Prolific, an experi
menter connected daily to Prolific and added the IDs of the participants 
who had completed a session the previous day to the “allow list” of the 
Prolific study for the next session.

Finally, regarding training, we built an online pipeline in which 
participants could complete their daily training separate from Prolific as 
using Prolific would have required too many experimenter manipula
tions and would remove a lot of the flexibility in the training schedule. 
Participants, at the end of the pre-test, were instructed that during their 
training period they should just come back to the webpage where the 

game was hosted and do so until completion of the training. Upon 
training completion, they were instructed that the Prolific study for the 
first day of post-test would be open to them after a 24-h wait period.

2.2. Keeping track of the participant's “identity” throughout the pipeline

Our study used tools and frameworks that were not natively linked to 
each other, either because they did not live on the same server (e.g., 
Prolific, Qualtrics, our own server) or because they were designed years 
apart by different programmers (for example the cognitive tasks and the 
training game). To keep track of the participant's data on each of these 
various tools we used various methods to pass the participant's de- 
identified Prolific ID from one tool to the next.

2.2.1. On Prolific (March–August 2022)
We took advantage of Prolific's feature where the participant's Pro

lific ID can be embedded within the URL of the study (Prolific_PID 
parameter). This ID can thus be passed from Prolific to the next step such 
as to Qualtrics (links 1.1 in Figs. 2 and 3.1 in Fig. 4) or to our lab server 
(link 3.2 in Fig. 4).

2.2.2. On Qualtrics
Here we used the embedded data to capture the ID of the participant 

from the URL and store it while the participant completed the ques
tionnaires. At the end of the questionnaires, the participants were 
directed to the next steps of our pipeline by creating a link that auto
matically included their ID (links 1.2 in Fig. 1 and 3.2 in Fig. 4).

2.2.3. On our server
Here we captured the Prolific ID passed to the server in the URL using 

Fig. 2. Workflow of the steps in the recruitment and pre-test parts of our experimental pipeline. Green boxes and diamonds correspond to steps where the par
ticipants interacted with our pipeline; the location of this interaction is given in the title of each box (front end development). Different shades of green represent 
different websites, dark green for Prolific, medium green for Qualtrics, and light green for our lab website. Blue boxes (backend) represent decisions/actions points 
that were automatically handled by our pipeline (i.e. back-end development). Red boxes are decisions and actions that needed to be taken by one of the experi
menters, all other steps were fully automated. Yellow boxes represent steps pertaining to the training game or business-as-usual group. Grey boxes represent entry/ 
exit points to the study. Abbreviations: VG (Video Game), MOT (Multiple Object Tracking task), UFOV (Useful Field of View task), VSTM (Visual Short-Term Memory 
task), AB (Attentional Blink task). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 3. Workflow of the steps in the training part of our experimental pipeline Green boxes correspond to steps where the participants interacted with our pipeline. 
Blue boxes (backend) represent decisions/actions points that were automatically handled by our pipeline. Red boxes are decisions and actions that needed to be taken 
by one of the experimenters, all other steps were fully automated. Yellow boxes represent steps pertaining to the training game or business-as-usual group. Grey boxes 
represent entry/exit points to the study. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 4. Workflow of the steps in the four sessions of the post-test part of our experimental pipeline. Green boxes and diamonds correspond to steps where the 
participants interact with our pipeline. Blue boxes (backend) represent decisions/actions points that were automatically handled by our pipeline. Red boxes and text 
surrounded in thick red line are decisions and actions that needed to be taken by one of the experimenters, all other steps were fully automated. Grey boxes represent 
entry/exit points to the study. Abbreviations: FSS (Flow State Scale), IMI (Intrinsic Motivation Inventory). MOT (Multiple Object Tracking task), UFOV (Useful Field 
of View task), VSTM (Visual Short-Term Memory task), AB (Attentional Blink task). (For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.)
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PHP and stored in our database to track the progress of each participant 
through the pipeline such that participants could pick up the tasks where 
they last left off.

By passing the Prolific ID of participants through the URL, the par
ticipants never re-entered their Prolific ID (a chain of 24 random 
alphanumerical characters), which minimized the risks of mismatch in 
databases and eased the flow of the experiment by diminishing the 
number of participant actions as they transitioned from one activity to 
the next.

2.3. Recruitment and consent

The handling of participant recruitment and consent is first described 
from the point of view of the participants and then from that of the 
experimenters, detailing the tools that were developed to keep track of 
participants as they entered the study.

2.3.1. Participant side
Recruitment was done similarly to most online studies using web- 

based platforms whereby participants who matched our Prolific 
criteria responded to an advertisement on the platform. The advertise
ment detailed the time commitments and schedule of the study in hopes 
that only participants who could truly commit to the study would sign 
up for it. Given the nature of the study, we also paid special attention 
write the ad in a way that would keep participants as masked as possible 
to the true purpose of the study.

As Prolific rules prevent researchers from excluding participants 
from a study based on criteria other than the ones that Prolific provides, 
our inclusion criteria on Prolific enforced that our study was advertised 
only to participants who had self-reported playing video games less than 
3 h/week on their Prolific profile. Recognizing that this habit might have 
changed since the moment the participant answered this question for 
their Prolific profile, the participants were asked that same question 
right after agreeing to take part in the study via Prolific. Participants 
whose response did not fit our criterion (≤3 h/week of game play) were 
asked to exit the study and “return their submission” on Prolific (i.e., 
voluntarily leave the study on Prolific). The others were directed to a 
page with the consent form from our university's IRB, from where they 
were directed to the first step of the pre-test after consenting.

2.3.2. Experimenter side
From the experimenters' point of view, a participant table grouped 

the data necessary for all the parts of the experiments that were not pre- 
test and post-test. This table included the Prolific ID of the participant, 
their username to connect to the training intervention program, the 
information for the allocation algorithm (age, sex, and MOT score, see 
Section 2.5 Randomization of Group), an inclusion Boolean for the 
randomization algorithm, their assigned group, and the date at which 
they finished the training game (to set up the 24 h wait period between 
training and post-test for the active groups).

2.4. Pre-test and post-test tasks

Because the methods implemented to handle pre-test and post-test 
are similar to each other, both of these steps will be described in this 
section. The methods described here are agnostic of the specific tasks 
implemented in the study. We describe the experience from the partic
ipants' point of view first, and then from the experimenters' point of 
view.

2.4.1. Participant side
One key aspect of the user experience that we strived for was to make 

sure that at all times the participant was aware of their progress within 
the experimental pipeline, their current task, what they had already 
done, and which steps they had yet to complete. Given that we wanted 
participants to be autonomous within our pipeline (i.e., that they could 

complete it without researcher intervention), we created dashboards for 
our pre-test and post-test assessments (see Fig. 5 for a screenshot of the 
post-test dashboard) that the participants accessed when they started 
each successive session. These dashboards detailed the deadline by 
which participants should complete each task, what to do once all tasks 
were completed, and importantly, the link to each successive task was 
unlocked only when the previous task was completed, ensuring that all 
the participants completed the tasks in the same order. In addition, even 
if we emphasized that the pre- and post-test sessions should be 
completed in one seating, the dashboard was set up such that the par
ticipants could come back to the dashboard and easily pick up where 
they left off, limiting attrition due to participants being unable to 
complete their session because of scheduling conflict or unexpected 
events (e.g. technical issues).

The dashboard was particularly essential for our post-test, as one of 
the tasks required the participants to complete three 40-min sessions 
over the course of three separate days spread over no more than 10 days. 
In this case, we indicated on the dashboard when each session could be 
completed at the latest such that the participants could plan accordingly 
to complete all the sessions within the allotted time. Regarding the 
cognitive tasks themselves, we used tasks coded in Javascript using the 
Canvas API (Yung et al., 2015) or a custom, more flexible, framework. 
All tasks were coded such that the current experimental stage (pre-test 
or post-test) could be passed as input through the URL so that the data 
would be saved in the right table, and the participant's Prolific ID was 
recovered from the current PHP session, and identifiable by the exper
imenters. Note that the tables were designed such that masked experi
menters could not become unmasked. Finally, since the participant was 
expected to perform these tasks without supervision, we introduced 
each task with a detailed tutorial (as presented in Yung et al., 2015), 
with the controls repeated regularly throughout the task.

2.4.2. Experimenter side
While most of the management of the pre-test and post-test batteries 

was automated, one manual action was still required to manage the 
multi-day post-test battery. Namely, each day, we needed to open the 
successive session to the participants who completed the previous ses
sion the day (at least 24 h) before. To do so, we used the allowlist 
function of Prolific studies that allows the experimenter to open the 
study to a specific set of participants identified by their Prolific ID, and 
new participants may be added after the Prolific study was started. 
Unfortunately, at the time of this study, new Prolific IDs could only be 
added manually to this allowlist, such that there was no way to auto
matically add the Prolific IDs of participants who had completed session 
N-1 to the allowlist of the Prolific study for session N. To remedy this, we 
had one experimenter connect to Prolific every day at a specific time in 
the morning to add to the allowlists of the Prolific studies for sessions 2, 
3, and 4 the Prolific IDs of the participants who had completed sessions 
1, 2, 3 of our four-day post-test assessment respectively.

Within each session of the pre-test and post-test batteries however, 
we automatically kept track of the participant's progress such that the 
participant could only do the task in the order we had specified, and they 
were at all times informed of when they would be able to complete the 
following task. Technically, this was done using two tables in our SQL 
database that were accessed through phpMyAdmin, the Pre-Test Table 
and the Post-Test Table (see Fig. 6 for a snapshot of the Post-Test Table). 
These tables were set up such that they could serve as a dashboard “as 
is”. They shared a similar structure, but were adapted to the specifics of 
our pre- and post-test structure. In both tables, we recorded the Prolific 
ID, and the dates at which the participant started the pre-test, the post- 
test, and completed each of the individual tasks. For pre-test and day 1 of 
post-test, task completion was recorded in the following order: Multiple 
Object Tracking (MOT), Useful Field of View (UFOV), Attentional Blink 
(AB) and Visual Short-Term Memory (VSTM). For days 2 to 4 of post- 
test, we recorded 2 sessions of the adaptive N-back task every day. 
The content of the tasks themselves are beyond the scope of this article, 

F. Joessel et al.                                                                                                                                                                                                                                  Acta Psychologica 261 (2025) 105704 

7 



Fig. 5. Dashboard for Post-Test. In this example, the participant has completed the first two tasks of the first post-test session so the link to the third task is open. The 
“start” link goes to the following: https://brainandlearning.org/study_name/task?stage=post-test (notice the stage parameter so that the data are saved in the right 
database), and the link to the fourth task is currently unavailable. Sessions 2, 3, and 4 are currently locked and will automatically be unlocked 24 h after the last task 
of the previous day is finished. Here, the name of the tasks are hidden to prevent participant bias and expectations as much as possible.
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but a detailed description of the tasks can be found in Joessel (2022). We 
also recorded the date when the participant finished the pre-test. 
Additionally, for the post-test, we recorded the dates at which the par
ticipants completed each block of the N-back learning task. If a task (or 
task block) had not been completed yet by a participant, the corre
sponding cell's value was “NULL”. The links to pre-test and post-test 
tasks were automatically made available to the participant based on 
the dates in this table such that only the button to the first task starting 
from the left that had a NULL value was displayed. In the case of post- 
test, buttons to begin the task for the next session were displayed only 
if 24 h had passed since the participants had finished the previous task. 
When the participant could complete a task, they saw a green “Start” 
button leading them to the task, otherwise a task indicating the status of 
the task was displayed.

2.5. Randomization of group assignment

Our study aimed to match participants across groups on sex, age, and 
pre-test performance on one of our pre-test attention tasks (MOT task).

For the sex variable, we enforced at recruitment the same number of 
participants in each sex group by opening two identical studies on 
Prolific for each wave of recruitment, one targeted only at male par
ticipants, and one targeted only at female participants, both with the 
exact same target number of participants. We only opened a new wave of 
recruitment when both studies were filled with participants. Given that 
we did not wait for participants in a given wave of recruitment to be 
done with the study before opening a new wave of recruitment, we also 
adjusted the target sample sizes in the subsequent Prolific studies to take 
into account the number of male and female dropouts in previous waves.

For the age and pre-test MOT performance, we used the variance 
minimization algorithm of Sella et al. (2021). This was done separately 
for the male and female samples, such that males were matched with 
males and females matched with females (this is likely better than 
matching participants across the whole sample directly if distributions 
by sex are different). In this procedure, each new participant was 
assigned to the group that minimized the total variance across groups 
and variables (here age and pre-test performance on the MOT). Our 
implementation of the algorithm was similar to that of Sella et al. 
(2021), with the addition that when a participants dropped out of the 
study (and as such would not be included in the final sample), we also 
excluded them from the sample used by the algorithm so that they did 
not influence the assignment of subsequent participants and the 
randomization procedure only ever considered participants that had not 
dropped out. While this choice has possible drawbacks for Intention-To- 
Treat analyses (i.e., if one group sees a greater drop rate than others), it 
has the advantage of guaranteeing well-matched group at pre-test for 
analyses.

We also implemented the algorithm in JavaScript directly on our 

server, such that as soon as the participants finished the pre-test battery, 
their sex, age, and pre-test performance on the MOT were saved in a 
table on our server and the group assignment was immediately 
computed for that participant (instead of having a researcher do that by 
hand). Thus, from the point of view of participants, at the end of pre-test, 
they were seamlessly redirected to the instructions relevant for their 
assigned training group.

2.6. Creating the account for the training game

2.6.1. Participant side
Upon completing the pre-test, participants were automatically 

redirected to the instruction page for their assigned training group as per 
the continuous attribution randomization algorithm described above. 
The study design called for 4 active training groups and one business-as- 
usual group (see Section 2).

The participants in all the active groups were redirected to the same 
page on our website with instructions regarding the training session 
schedule they should adhere to and a text-based tutorial for their 
assigned training game. At this stage, participants were cued to provide 
an in-game name for their training game. If their in-game-name matched 
our criteria (alphanumeric characters only, minimum 6 characters long, 
and not already taken by another user), the participants clicked a button 
asking them to assert that they properly read and understood their 
assigned training instructions. Clicking that button revealed the link to 
the game which had been hidden until then. In the back-end, clicking 
this button created their account in the training game (see “experi
menter” session below), such that the participants could start training on 
their assigned game right away if they wanted to.

The participants in the business-as-usual group were redirected to a 
page telling them that they would be re-contacted after a 4-week wait 
period, when the post-test study on Prolific would be opened for them, 
and they would be informed about it through the Prolific messaging 
platform.

2.6.2. Experimenter side
For the in-game name, Prolific IDs were not used, as participants had 

to connect to the game every day. While the game was set up to 
remember the participant's credentials using a cookie, some participants 
might choose to erase their internet data, or play in incognito mode 
altogether, requiring them to enter their in-game name every day to 
access the game. As such, we did not want them to use their Prolific ID (a 
chain of 24 random alphanumerical characters) as it may cause partic
ipants to quit the study out of sheer annoyance with the complexity of 
the ID. Once the participants provided an easy-to-remember in-game 
name (that we asked them to write down), we stored this in-game name 
in the participant table on our server to be able to link the task data with 
the in-game data.

Fig. 6. Snapshot of the table for the post-test. In this example, the participants with id 19 and 21 completed all the tasks for session 1 of the post-test, but had not 
completed the tasks for sessions 2, 3 and 4 yet. All other participants had completed all their sessions. Abbreviations: MOT (Multiple Object Tracking task), UFOV 
(Useful Field of View task), VSTM (Visual Short-Term Memory task), AB (Attentional Blink task), nback (N-Back task).
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Given the type of data produced by the game, the real-time database, 
Firebase, was used where data was stored as JSON objects; this database 
was not stored on our server. The data was structured with one main 
database where the condition of each participant was stored as key- 
value pair, with the in-game name as the key and the condition name 
as value, and four additional databases, one for each training group, that 
contained the data from the training game. Creating an account required 
two steps. First, upon creation of the account, the participant was 
automatically added as a user in the authentication list of identifiers, 
with their authentication email and password being arbitrarily assigned 
strings that included their in-game-name (in-game names thus had to be 
at least 6 characters long). Next, an entry was added in the main data
base with the in-game name as key, and condition name as value. This 
was handled automatically from our server using the firebase API.

2.7. Training game

2.7.1. Participant side
The participants were instructed to connect to the game webpage 

every day to complete their assigned game session for the day. To 
complete the training, the participants were required to have played 12 
h of the game. However, to limit attrition and given the constraints of 
daily life, the duration of the training, and the fact that this study was 
conducted with minimal experimenter contact, the schedule allowed for 
potential missed days and maximum flexibility. The game play was 
divided into 10-min blocks, and the participants could complete at most 
3 blocks per day. Thus, to complete the 72 required blocks, a minimum 
of 24 days (3.5 weeks) were required. The design allowed participants to 
take up to 42 days (6 weeks) from the day they connected to the game for 
the first time to complete the training. After each block, the participants 
were given the number of blocks that they had completed so far out of 
the 72 required so that they could keep track of their progression. In 
addition, the participants did not need to complete all three 10-min 
blocks in one seating, so they only needed to find a couple of 10-min 
time periods in their day to complete their daily requirements rather 
than a single 30-min slot which can be more challenging.

During each block, we also provided the participants with a timer 
counting down from 10 min as well the number of blocks completed so 
far. The participants could complete their three daily blocks in more 
than one seating, but they would have to restart a block if they left 
before the end of it. Finally, a block was only considered complete when 
the participants actually reached the end of the 10 min. The number of 
available blocks to complete was reset every day at 2 AM.

2.7.2. Experimenter side

2.7.2.1. Keeping track of the participants' progress during the training 
game. To meet our goal of supervising several tens of participants 
simultaneously with only one experimenter, we designed a dashboard 
where the progress of each participant was easily accessible (see Fig. 7). 
The dashboard was essentially a table where each column represented a 
day and each line a participant. The cells of the table were then colored 
according to the number of blocks of the task the participants had 
completed that day. Green was used for 2 or 3 blocks completed (on 
schedule or better), orange was used when only one block was 
completed, and red if no block had been completed that day. In addition, 
the last column showed the total number of minutes completed by the 
participant so far (which translated in number of blocks by dividing this 
number by 10) as well as the number of minutes they should have 
completed to be on schedule (which we defined as 20 min, or 2 blocks, 
per day, every day). If the number of minutes completed so far was lower 
than 80 % of the number of minutes they should have spent on the 
training since they had started the game, that cell was filled in pink 
instead of the usual grey. In addition, if a participant had not completed 
any block over the last two days (current day not included), the border of 
that cell was a thick red line instead of the usual thin black line. This 
allowed us to efficiently track which participants were starting to fall 
behind such that we could contact them to ensure that there were not 
experiencing technical issues, that they correctly understood the 
schedule they should adhere to, or simply to remind them to train.

This experimenter dashboard was operated fully online from the 
server, such that the databases from Firebase were downloaded on our 

Fig. 7. Experimenter dashboard to keep track of the participants' progress throughout the training phase.
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own server each time the experimenter connected to the dashboard 
webpage. This avoided the need to manually download the databases for 
each game condition on the experimenter's computer each time they 
wanted to check the participants' progress (i.e. at least daily, but 
sometimes multiple times a day).

2.7.2.2. Keeping track of the participants in the business-as-usual group.
For the business-as-usual group, we created an Excel spreadsheet where 
we reported the time at which the participant had finished the pre-test, a 
column with the day at which they should be recontacted and be added 
to the allowlist of the Prolific study for the first session of post-test, and a 
column that counted down to that date (using the TODAY() function in 
Excel). To make tracking easier, the cells in the countdown column were 
highlighted in red when it reached zero. Just like for the dashboard for 
the game data, this sheet was checked daily by the unmasked 
experimenter.

2.8. One-day wait time between game and post-test

2.8.1. Participant
Because we were interested in long-term effects of our intervention 

game on cognition, and not short-term effects such as arousal, we 
required a minimum of 24 h between the end of the training game and 
the first session of post-test. At the end of the training game, the par
ticipants were directed to a page where they were asked to enter their 
prolific ID. Then they were instructed that they needed to wait 24 h 
before the next step of the study (i.e. post-test) and that the session 
would be open to them the next day. They had a maximum of 6 days to 
start the post-test once the session was open to them.

2.8.2. Experimenter
The experimenter recorded the date at which the participants 

finished the training in the participant table. Every day, an experimenter 
would check the participant table and add the participants that had 
completed the training game the day before to the allowlist of the Prolific 
study for day 1 of the post-test.

2.9. Experimenters' roles and masking

Our final 12-h training study included 259 participants and was run 
by just three experimenters over a period of 125 days (~4 months). One 
experimenter was in charge of recruitment, assisting participants during 
pre-test and post-test when needed, and opening the sessions for pre-test 
and post-test (see Section 2.4.2). This experimenter was masked to the 
group assignment of the participant. The second experimenter oversaw 
participants during the training phase and was thus unmasked to their 
experimental condition. Their main responsibility included responding 
to participants' questions regarding the training and contacting partici
pants falling behind the intended training schedule to address potential 
issues preventing them from playing the game. This experimenter was 
also in charge of monitoring when the participants in each experimental 
group were done with their training/wait period, so that the masked 
experimenter could open the Prolific study for the first day of training 
for them. To limit any experimenter bias, the experimenters followed 
pre-defined scripts such that all participants who were contacted 
received similar e-mails. Finally, the third experimenter was tasked with 
solving technical issues that may arise with participants and was not in 
contact with the participants.

3. Results

3.1. Participant retention

To assess barriers to participant retention throughout the study, we 
tabulated how many participants completed each of the different stages 

of the study. Fig. 8 shows the number of participants that completed the 
following stages and the corresponding retention/adherence rate: (1) 
Prolific gaming habit question: Recruited participants were asked again for 
their gaming habits using exactly the same question as when they had 
filled in their Prolific profile, only 262 out of 619 (42 %) who initially 
showed interest in the study reported at this stage gaming habits that did 
match what they had previously reported on their Prolific profile, 
despite us using the exact same video game habit question. (2) Consent 
form agreement - 258 people out of 262 (98 %) consented to our study. 
(3) Pre-test – 166 out of 258 participants (64 %) continued with the study 
after reading the instructions which covered the specifics of pre-test, 
training - which clearly indicated the full 12 h of time commitment, 
and post-test. (4) Training – 141 from 166 (85 %) completed the training 
and finally (5) post-test - 128 out of 141 (91 %) completed the post-test.

Thus, out of the 620 participants who expressed initial interest in the 
study, 259 consented to it and 128 completed it fully (adherence rate =
49 % - see also Fig. 9 for the full CONSORT diagram).

3.2. Participant feedback

After consent, the participants who failed to complete a stage in the 
mandated time were contacted to make sure that they were not facing 
any technical issue and check whether they may want to drop-out of the 
study. In the latter case, they were then prompted with the question on 
Qualtrics: “In case you have opted out of the study, could you let us 
know the reasons why?” Their responses were sorted in four categories: 
(i) no reason provided, (ii) schedule conflict, (iii) technical issues, and 
(iv) poor experience with game and tasks. Out of the 131 participants 
who opted out, below are their distribution per category of reason (see 
also in Fig. 10). 

• No reason (NONE). Most participants (74 % - 96 participants) did not 
reply to our message. Most (79) of these participants dropped out of 
the study at the end of pre-test. During training and post-test, 17 
participants did not respond to our message.

• Scheduling conflicts (Time). 18 % (23 participants) mentioned real
izing they could not keep up with the schedule of the training 
(“Schedule”), citing exams, vacation or work-related scheduling 
conflicts. Before starting the training, 11 participants stated sched
uling conflicts that prevented them from continuing with the 
training; 10 cited conflicts during the training, and 2 during post- 
test.

• Technical reasons. 4 % (5 participants) opted out because of technical 
issues, all of which were due to participant realizing that their 
hardware was incompatible with the requirements of the study (we 
could not make the game work for four of them, and for the last one, 
one post-test task did not load).

• Their experience with the games and tasks (UX). 4 % (5 participants) 
opted out because of their experience with either our assessments or 
training. 2 participants reported that the MOT-part of the training 
game was too repetitive and they did not want to spend 12 h on it, 1 
reported that they found the MOT-part of the training game too hard, 
and finally 1 reported that could not do one of our post-test task 
because of a learning disability.

• Other. Finally, 1 % (1 participant) opted out because they found the 
study pay rate too low given its extended duration and the high 
difficulty of the training game.

3.3. Sample diversity

Country of residence was available from the Prolific profile of 232 
participants out of the 258 who consented. Fig. 11 shows the distribu
tion of countries for those 232 participants, as well as the distribution of 
countries for the 128 participants who completed the study. Not sur
prisingly, most of participants resided in the UK (home country of Pro
lific), with South Africa and Portugal coming in second and third 
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respectively (Fig. 11). We also had several participants from the Amer
icas (Mexico and the US mostly). Of note, the distribution of country of 
residence of the participants who completed the study matches that of 
participants who consented to the study.

In addition, we also investigated the student and employment status 
of the participants. This information was available through the prolific 
profile for 200 participants, 120 of whom were students (58 %). For the 
88 non-student participants, 80 participants provided employment sta
tus, 65 (81 %) had at least a part-time job, 15 (19 %) were unemployed.

4. Discussion

The demand for more, better powered, intervention studies on more 
diverse populations is a major driver for developing computerized 
training and assessments. We present here a set of tools allowing for the 
deployment of a fully online training study with a near-fully automated 

pipeline, so as to reduce the personnel demands, cost, and time needed 
to complete such training studies. In our case, we were able to recruit 
259 participants over a period of only 4 months, 128 of which fully 
completed our 5 h of assessment and 12-h training intervention, taking 
between 4.5 and 9 weeks to do so. This was done with a team composed 
of a lab technician that dedicated 1 h per day to this experiment, one 
Master's student who dedicated between 10 and 30 min per day, and a 
PhD student who was available only for technical support. All told there 
were approximately 130 work hours expended in total across all 
research-team personnel on the study.

For comparison, a hybrid intervention study previously conducted in 
the lab, with 9 h of in-lab assessments and 45 h of at-home training (over 
9 weeks), took a total of eight months of cumulative duration to com
plete for a recruited sample size of 69 participants, 52 of whom 
completed the study (Zhang et al., 2021). The team for this study 
included five Master's students and one post-doctoral fellow, working on 

Fig. 8. Retention profile across the various stages of the experiment. The percentage of participants of each stage who moved on to the next stage is reported as AR, 
and the overall adherence rate at each stage out of participants who consented is denoted as ARc.
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Fig. 9. CONSORT diagram of the study.
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average 6.5 h/week each. In total this already reflects an order of 
magnitive greater personnel time compared to the currently described 
system (~1380 work hours in total across all research-team personnel).

Even after considering the longer assessment and training durations 
and the larger staff size employed in Zhang et al. (2021), it would still 
have taken around 5 times as long and around 20 times more work hours 
to reach the same number of participants who completed the study as we 
did with the pipeline described here. Still, given the large differences 
across intervention studies, more studies comparing effectiveness and 
cost-effectiveness of in-person v. remote intervention studies are 
needed.

We were also able to recruit more broadly across the world. The 
continent of origin of the 128 participants who completed the study was 
in Europe (88), North America (20), Africa (18), Oceania (1), and Asia 
(1). Of note, participants from global South nations did not show 
increased opt-out rate, which was a concern as additional technical 
difficulties may have arisen due to poorer internet infrastructures than 
in global North nations (speedtest.net, 2021). Finally, our pipeline 
allowed us to easily implement strong masking practices, such that the 
experimenter aware of the participant conditions, and the one unaware 
of them, had access to completely separate sets of tools. While more 
work clearly needs to be done to include non-WEIRD participants, this 
study already constitutes an advance compared to most studies which 
enroll mostly Global North Undergraduates.

Regarding adherence rate, without the direct supervision of an 
experimenter, our approach to maximize adherence was multifold and 
involved careful decisions at each stage of the process, from recruitment 
and consent, to in-progress touchpoints, to final payments. For instance, 
we were exceptionally careful during the consent process to fully 
describe the time requirements of the study to ensure that participants 

came into the study fully aware of those requirements. Upon enrolling, 
participants encountered a dashboard that allowed them to monitor 
their progress at each timepoint. The computerized training program 
was designed such that participants could complete the training to 
accommodate their schedule as flexibly as possible; to that end, the daily 
requirements could be completed in independent chunks of 10 min. 
Furthermore, participants who failed to complete their daily sessions for 
2 days in a row were contacted by our team to let them know they might 
run behind their training schedule, and to make sure they had not 
encountered any technical difficulties. Finally, participants were given a 
completion bonus payment for finishing the full study. However, 
because attrition in a study of this type is simply unavoidable, to ensure 
that our data allowed for rigorous and reproducible results, we ensured 
that our groups remained balanced even with attrition by using an al
gorithm that forced a similar number of participants in each group while 
matching the groups for age, sex, and performance at pre-test on one of 
the main DV of interest.

Now, the question is whether we were successful in incentivizing 
participants to complete tens of hours of a cognitive intervention 
without them dropping out of the study due to either boredom or frus
tration, which have been reported as side-effects in many cognitive 
training interventions. Overall, the adherence rate of the study from the 
moment the participants consented until the end of the study was 128/ 
259 that is 49 %. This is rather low compared to the adherence rate for 
video game-based intervention studies conducted so far in our labora
tories which has been of about 85 %. In some cases, this rate was boosted 
up to nearly 100 % with proper planning at onboarding (Feng et al., 
2007; Green & Bavelier, 2006; Zhang et al., 2021). However, our low 
number most likely suffers from the fact that most these previous studies 
we compare ourselves to used commercial-grade and highly successful 

Fig. 10. Number of participants per category of reasons for opting out of the studies.
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video games as training interventions (such as Call of Duty or Zoo 
Tycoon). Our interventions, while “gamified,” were simply not designed 
to compete with the quality of professional games. Indeed, intervention 
studies for cognitive training, usually using gamified tasks during 
training, have observed much lower adherence rates. For example, when 
training on a gamified version of the N-back task, adherence rates were 
70 % for in-lab studies and 60 % for remote studies with experimenter 
supervision (Collins et al., 2022). Note that our study did not have such 
social component. Regarding remote training, in a study using Cogmed as 
intervention for 25 training sessions over 5 to 6 weeks (a schedule 
comparable to ours), Mawjee et al. (2017) reported an adherence rate of 
75 % when the participants completed 15-min sessions and a 47 % 
adherence rate for 45-min sessions. Finally, an intervention study using 
a gamified version of the N-back task, over a similar schedule as ours but 
with experimenter supervision during pre-test and post-test, recorded an 
adherence rate of 46 % (Jaeggi et al., 2014). As such, it seems that our 
approach to limit attrition worked as expected given the constraints of 
this paradigm.

The present study also highlights key study stages where many 
subjects could not be retained. The first one is the video game screening 
question, where participants were asked about their gaming habits using 
the exact same question they had previously answered on Prolific. Our 
study called for only enrolling participants who fit our pre-set video 
game-based experience criteria on that very question. Surprisingly, 
more than half of the people that could access our recruitment infor
mation reported different gaming habits than what they had in their 
profile on Prolific. This is likely due to habit changes since they had 
initially answered that question in their Prolific profile months, if not 
years, before. This situation flags a crucial weakness when relying on 
pre-existing Prolific profile questions, especially for variables that may 
change over time such as media consumption. This also poses a 

challenge to recruiting populations whose size is rather limited. For 
example, while Prolific currently (October 2023) boasts 130,000 active 
users (Prolific, 2023), the total number of participants that fit our 
Prolific-based video game criteria of less than 3 h of weekly video game 
play was comparatively quite low at 2851 (Males: 1289, Females: 1552, 
Undisclosed: 10). If that low number may be then substantially cut 
because of shifts in the initially reported variable, larger studies may 
well run out of participants who meet inclusion/exclusion criteria.

The second critical stage where participants could not be retained is 
when they opted out is at the end of pre-test. 29 % or 68/259 of the 
sample who passed the screening, either never created an account for 
the training part of the study or after briefly viewing the training game 
did not continue with the training. Here, we have identified a few 
weaknesses of the present study that should be improved for future 
similar studies. The first is the relatively large, and possibly daunting 
amount of information given to participants once they had finished the 
pre-test and as the training was introduced. Indeed, before onboarding 
participants on their assigned intervention, we needed to make sure they 
fully understood the play schedule they would have to follow. In addi
tion, we needed to clearly state that exclusion of the study would occur 
should they not be able to complete their 12 h of training within this 
demanding schedule. This entailed providing several examples to fit the 
different situations the participants may be in. In the absence of 
researcher contact, this part was designed to be extremely comprehen
sive as experience has shown that any imprecision will lead to some 
participants not understanding the protocol. Unfortunately, this also 
resulted in what is often termed a “wall of text”, a situation known to 
lead to disinterest. To reduce the indigestibility of this wall of text, 
future studies may benefit from conveying the same information 
through pictures and schematics to introduce the different possible 
training regimens that the participants may be assigned to and the 

Fig. 11. Distribution of the country of residence for the participants who entered the study (colored bars) and who completed the study (white bars). Data was 
available for 232 out of 258 participants.
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training schedule they may follow (for example 30 min per day for only 
4 weeks, 20 min per day over 6 weeks, or the fact that they can 
“compensate” for off days by doing 30 min per day on the next few 
days). Another relevant addition might be to also provide clear and 
concise instruction video(s) as some participants may prefer watching a 
video to reading text. This would also have the additional benefit of 
“humanizing” the experimenters to the participants, something that may 
go a long way in reducing the mental barriers to contacting experi
menters when participants have any doubt or questions, given the 
pipeline as deployed did not call for direct contact between experi
menters and participants. These videos may however create biases that 
need to be considered when designing the experiment, for example 
because of gender, age, ethnicity/race, social status, perceived profes
sionalism (Aslaksen et al., 2007; Kállai et al., 2004; Marx & Goff, 2005; 
McCallum & Peterson, 2015; Modic-Stanke & Ivanec, 2016; Nichols & 
Maner, 2008).

A second weakness is that some participants may have entered the 
pre-test study with the intention to collect the reward for the pre-test, 
with no intention of completing the whole study. Given the way Pro
lific operates, it is difficult to conceive of ways to identify such partici
pants or of actions that may discourage such behaviors. In addition, the 
reality of such intervention studies is that it can be daunting for par
ticipants to complete multiple hours of a task that presents limited in
terest. The end of pre-test being the first time participants experience the 
training task, this point in time may very well be when they might 
decide not to pursue the reward for the full training. Thus, it appears 
that this increased drop-out rate at pre-test is an inherent part of the 
costs of running studies on Prolific that needs to be considered when 
calculating the resources needed to run the study and evaluating sample 
sizes at recruitment. From this point of view, it should be clear that 
researchers should plan to initially recruit around twice as many par
ticipants as their protocol suggests they will eventually need to address 
the questions at hand.

A third weakness is that an experimenter had to connect to Prolific 
every day to check on participants that had completed the first session of 
post-test so as to add them to the allowlist of the Prolific Study for the 
next session. This was the most time-consuming experimenter task in 
our study (about one hour every day). Also, because of the way our 
server interacted with Firebase, it was necessary to download the full 
database on our server every time we connected to the experimenter 
training dashboard (Fig. 7). This meant that loading the dashboard took 
longer and longer as we neared toward the end of the experiment, 
wasting time and computational resources. The ability to either connect 
remotely to the database or limit the download to only new data would 
solve this issue. In addition, a major hurdle faced by remote in
terventions like ours is participant compliance with their assigned tasks, 
especially during training which can be somewhat boring. In our study, 
to check whether participants tried to “cheat” by mindlessly going 
through the training task instead of actively engaging with it, we would 
have needed to download and locally analyze the training data, which 
was not sustainable for regular checks. An ideal solution would be to 
show the number of trials completed for each round of the training game 
on the experimenter training dashboard (Fig. 7). Another improvement 
would be to automatically save the date at which the training ended in a 
table, and remove the step where participants manually enter their 
Prolific ID on a webpage to signal that they have completed the training. 
Finally, we used an Excel sheet shared between the experimenters in 
contact with the participants and the experimenter in charge of tech
nical support. While this was an acceptable solution, there exist much 
better and more adapted tools now to handle the management of tech
nical issues (e.g. Github, Gitlab, Youtrack), which should be considered 
in future experiments.

Fourth, on the design side, we purposefully built the game such that 
it could be used by the participants and experimenters with as few re
quirements as possible. On the participant's side, the game was acces
sible through a browser as we did not want participants to have to 

download any program on their computer. This proved to be a good 
choice as some participants reported being concerned at the idea of 
having to download a program whose origin they did not know, and 
some even going as far as requesting playing our intervention game in 
incognito mode (which prevents the game from saving data on the 
participant's computer). We were not prepared for participants wanting 
to play in incognito mode so some features of our game did not work for 
them as smoothly; the most important one being the auto-login, such 
that those participants had to re-enter their in-game name every day to 
connect to the training game. In addition, while we designed our pipe
line to be as accessible as possible to any young adult, including non- 
WEIRD ones, there are other challenges outside the design of the 
experiment that might prevent someone from enrolling in the study. 
Indeed, such studies demand availability as the time invested by par
ticipants is significant (e.g. more than 10 h of training, plus all the 
testing time); they also demand resources such as a stable internet 
connection and a somewhat recent computer. Furthermore, some pop
ulations may have skepticism or concerns about participation in such on- 
line, remote intervention studies, especially video game-based ones. On 
the experimenter's side, the game was coded in a way to be agnostic to 
the server it is hosted on, which gave it good transferability from one 
server to another as only the game files and a working server are 
required to put the game online. This feature is convenient when 
copying the game for a new experiment. Unfortunately, it also means 
that the game does not have access to resources on the host server, such 
as databases or functions that are not part of the game package. This 
includes the subject database where the ID of the participants and 
progress data unrelated to pre or post-test were stored (see Section 
2.3.1). This would have been convenient to (i) automatically store the 
in-game name chosen by the participant, and (ii) to automatically add 
the date at which the participant finished their training to the table, 
instead of relying on the participant entering their Prolific ID in a 
dedicated page, which may lead to human error. A related point to 
consider is that in order to abide by more and more stringent protection 
of privacy laws, it might be advisable to not use the Prolific ID to identify 
the participants throughout the study, but rather assign them another 
random ID immediately upon inclusion in the study, with that ID being 
used throughout the study. The correspondence between Prolific ID and 
this new random ID should then be saved on a secure database.

Fifth, while the absence of contact with experimenters is a strength 
for basic science (i.e., in studies where the goal is to isolate the mech
anism of a given intervention), it could be a weakness in settings where 
the goal is to maximize the impact of the intervention (such as clinical 
practice). Indeed, there are multiple data points suggesting that in
teractions with a researcher and/or caregivers will lead to positive 
outcomes (Levoy et al., 2022; Parong et al., 2023; Riedl & Schüßler, 
2017). The absence of contact with the experimenter also limits the 
range of populations with whom this procedure may be used, especially 
clinical populations that might not be able to use a computer fully un
supervised. As such, when designing a study, care should be taken to 
choose the design and procedure(s) that best match the population and 
the goals of the study. In other words, the procedure presented in this 
paper may not be best-suited for a clinical study without adjustments 
that take into account the clinical goals and population.

In all though, while there are certainly improvements that can be 
made to the process and pipeline, that presented here already allowed us 
to overcome many of the largest limitations that have been identified in 
previous research and thus can serve as a springboard for larger, longer, 
and more methodologically rigourous behavioral interventions into the 
future.
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Jaušovec, N., & Jaušovec, K. (2012). Working memory training: Improving 
intelligence—Changing brain activity. Brain and Cognition, 79(2), 96–106. https:// 
doi.org/10.1016/j.bandc.2012.02.007

Joessel, F. (2022). Development of a video game to investigate the AVG features promoting 
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