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A B S T R A C T   

A critical component of human learning reflects the balance people must achieve between 
focusing on the utility of what they know versus openness to what they have yet to experience. 
How individuals decide whether to explore new options versus exploit known options has 
garnered growing interest in recent years. Yet, the component processes underlying decisions to 
explore and whether these processes change across development remain poorly understood. By 
contrasting a variety of tasks that measure exploration in slightly different ways, we found that 
decisions about whether to explore reflect (a) random exploration that is not explicitly goal- 
directed and (b) directed exploration to purposefully reduce uncertainty. While these compo
nents similarly characterized the decision-making of both youth and adults, younger participants 
made decisions that were less strategic, but more exploratory and flexible, than those of adults. 
These findings are discussed in terms of how people adapt to and learn from changing environ
ments over time. Data has been made available in the Open Science Foundation platform (osf.io).   

1. Introduction 

It is common for people to be in situations that require them to decide between a familiar option with a known value or to choose a 
new option with unknown (but perhaps advantageous) value. Examples of this type of decision problem include choosing between 
selecting a familiar meal at the cafeteria versus trying a new food; choosing between staying with a familiar peer group versus pursuing 
a different social opportunity; or sticking with a current job versus making an employer or career change. Decisions involve tradeoffs, 
and the optimal choice is often not clear at the time a decision is made. Familiar options might afford less stress, anxiety, and avoiding 
an outcome that is worse than the status quo. However, staying with the familiar may prevent a person from discovering and learning 
new information about the world. Acquisition of new information is particularly important in childhood and adolescence. 

For this reason, the development of healthy decision-making involves flexibility navigating between exploration and exploitation, 
depending on the context and relative risks involved (Hills et al., 2015; Mekern et al., 2019; Mehlhorn et al., 2015; Schulz & Gershman, 
2019; Wilson et al., 2021). Despite an emerging literature that is examining how humans learn to manage these decisions (Addicott 
et al., 2017; Giron et al., 2022; Gopnik, 2020; Meder et al., 2021; Schulz et al., 2019; Somerville et al., 2017; Wilson et al., 2014), little 
is currently understood about the specific cognitive processes underlying these behaviors or the extent to which these processes change 
across development. Here, we identify processes that contribute to explore-exploit decision making using multiple common measures 
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in the field and examine whether these components change between early adolescence and adulthood. 

1.1. Measuring exploration and exploitation 

We define exploration as seeking new information, and exploitation as utilizing existing knowledge at the expense of learning 
something new. Both processes can be deployed to seek rewards; however, these fundamental motivations are often, though not al
ways, opposed to one another. Laboratory paradigms designed to measure explore-exploit decision-making are similar in that they 
create scenarios where an individual must choose to either explore or exploit on a given trial. But, as shown in Fig. 1, these paradigms 
vary in their emphasis on factors such as working memory, cognitive flexibility, learning from previous outcomes, and uncertainty 
tolerance (Gershman, 2018; van den Bos & Hertwig, 2017; von Helversen et al., 2018). 

Two related components of exploration/exploitation involve learning about which aspects of an environment will be rewarded and 
then keeping track of the likelihood and magnitude of those various rewards. A class of methods that tap these aspects of explore- 
exploit decision making are called bandit tasks (Daw et al., 2006; Wilson et al., 2014); see Fig. 1D. In this type of task, individuals 
choose between several “bandits” (e.g., slot machines) that vary in the rewards they pay out. Individuals learn through exploration 
which bandits seem most profitable, allowing them to maximize their rewards. In bandit tasks, explore and exploit decisions probably 
require similar effort, since each subsequent choice could reveal new key information that should affect the next decision, making the 
tasks less susceptible to response sets. But they also rely heavily upon working memory because an individual must keep track of both 
the amount of information they have gathered about each bandit and the magnitude of rewards received, while ignoring irrelevant 
information (Brown, Hallquist, Frank, & Dombrovski, 2022). Dimensions such as uncertainty can be manipulated in these paradigms 

Fig. 1. Depiction of the four explore-exploit tasks. A. Grid task: Participants choose between unexplored boxes (represented by question marks) or 
exploiting previously visited boxes to earn points. The number of points in a box is revealed and added to the participant’s total when the box is 
clicked. B. Chain task: Participants choose between exploring a new space (which all end up having 0 points) or returning to the starting location, 
where 1 point is consistently rewarded. C. Orchard task: Participants harvest apples from trees with a gradually dwindling supply. At any point, they 
may choose to travel to a new tree, which costs time, but may have a replenished supply of apples. D. Horizon task. After learning about rewards 
associated with two bandits through four forced choice decisions, participants have the option of choosing a high or low information option on their 
fifth choice (in this example, this is the bandit on the right). Games last either five or ten trials. 
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by making bandit payoffs more or less variable, and by providing more or less information before participants make a choice 
(Gershman, 2018). 

The ability to generalize from prior experiences is another component of decisions about whether to explore. This type of learning is 
captured in sequential choice tasks (Dale, Sampers, Loo, & Green, 2018; von Helversen et al., 2018); see Fig. 1 A/B. Here, participants 
explore options with varying rewards until they find one with a sufficiently high payoff that leads them to choose to exploit this option 
for the rest of the task (some tasks allow an individual to go back to a previous option; others do not). Typically, participants are given 
minimal information about the highest payout available. Therefore, these types of tasks require that individuals generalize from 
previous outcomes to determine an expected range or distribution of reward outcomes (Dale et al., 2018). Thus, the nature of prior 
expectations regarding the task environment influences how individuals behave across these situations (von Helversen et al., 2018). 

Patch foraging types of tasks require individuals to gather resources in various “patches” (Constantino & Daw, 2022; Lenow et al., 
2017); see Fig. 1C. These types of tasks may have a higher demand on cognitive flexibility than others because on a trial-by-trial basis 
individuals need to flexibly navigate the environment by switching between exploration and exploitation strategies (Hills & Dukas, 
2012). They do so by choosing to continue exploiting their current location or deciding to leave in order to explore a new location. This 
paradigm introduces the tension between exploring and exploiting in two ways. First, the value of a current patch diminishes as it is 
exploited: For example, in a task that emulates foraging in an apple orchard, continuing to pick apples from the same tree results in 
fewer apples in that tree available for subsequent picking. Yet, there is a cost in time associated with moving to a new patch because no 
apples can be picked while searching for a new tree. Typically, the total duration of the game is fixed; thus, to maximize reward earning 
within a finite amount of time, one needs to increase the harvest per time unit. The harvest per time unit will drop if one either switches 
too often or stays with one patch for too long. As such, one must strike a balance between staying and switching. Importantly, this 
‘sweet spot’ is dependent on one’s estimate of the average reward rate in the given environment – one should increase switching in a 
generous environment and reduce switching in a scarcer environment. So, the explore-exploit trade-off in this foraging task is not just 
about information seeking, but also about flexibly adjusting one’s decisions based on the estimate of “richness” of the environment and 
avoiding getting “stuck” in an exploitation pattern (i.e., staying at the same location too long). A final feature of this type of task 
structure is that the least effortful behavior in a foraging environment is to exploit the current patch, whereas a decision to move to a 
new patch may require greater effort or motivation (see Fig. 1). 

Although these various approaches all purport to measure the same construct, they differentially tap processes that may contribute 
to exploration. Working memory, prior expectations, and cognitive flexibility likely play some role in each of these tasks, but the 
degree to which each is relevant differs based on task structure. Here, we harness these task differences to examine the structure and 
development of exploration. 

1.2. Developmental differences in exploration/exploitation 

Evolutionary theories propose that childhood is a period of learning about the world via exploration (Gopnik, 2020). Indeed, 
numerous studies show that young children explore more than adults during computerized explore-exploit tasks (Blanco & Sloutsky, 
2021; Giron et al., 2022; Schulz et al., 2019; Sumner et al., 2019). Moreover, the complexity and efficiency of children’s exploration 
increases from early childhood to early adolescence (Pelz & Kidd, 2020), and exploration becomes less random and more directed 
towards reducing uncertainty from age four to nine (Meder et al., 2021). However, less is known about developmental change in 
explore/exploit decision-making between early adolescence and adulthood. Using a paradigm (Horizon task; Wilson et al, 2017) that 
could mathematically separate explore-exploit decisions into two components—random exploration (gathering information by 
chance) and directed exploration (intentional exploring to reduce uncertainty)–Somerville et al., (2017) found that early adolescents 
and adults were equally likely to engage in random exploration. However, younger individuals engaged in less strategic directed 
exploration to intentionally reduce uncertainty, as compared with older adolescents and adults. Lower directed exploration among the 
youngest age group was partially explained by a preference for immediate reward over information gathering. Contrary to other work 
suggesting that younger children explore more than adults, this study suggests that adolescents might explore less than adults (in some 
contexts) because of heightened reward drive and/or impulsivity. However, these conclusions are limited because they are derived 
from just a single task with a particular structure. Here, we investigated the concepts of random and directed exploration across 
multiple task structures. 

At the same time, there is converging evidence that adolescence is a developmental period characterized by qualitative changes in 
decision-making strategies (Hartley & Somerville, 2015; Shulman et al., 2016). Heightened risk-taking in adolescence often occurs in 
circumstances where the probability of positive versus negative outcomes is unknown. Adolescents appear to be comfortable with 
taking risks when they perceive outcomes as highly uncertain (Tymula et al., 2012). This tendency has been reflected in lower levels of 
sampling and information search prior to decision during a bandit task among adolescents, relative to children and adults (van den Bos 
& Hertwig, 2017). In addition, children and adolescents tend not to perform as well as adults during probabilistic reward tasks, such as 
the Iowa Gambling Task, which, like bandit tasks, require information search combined with weighing potentials for risk and reward 
(Almy et al., 2018; Cassoti et al., 2014). Inferring from developmental trends in these similar tasks, we might expect adolescents to 
show less information-driven exploration than adults in contexts such as the highly structured bandit task used by Somerville et al, but, 
similar to patterns seen in younger children, more exploration in ambiguous environments where an optimal strategy is less clear. 
Conceptual differences between random and directed exploration will be further explained in the next section. 
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1.3. Current study 

The current study is the first to addresses two broad issues about exploratory behavior. First, we examined the structure of explore- 
exploit decision-making by contrasting prominent paradigms in the extant literature that differentially rely on a variety of cognitive 
processes. We hypothesized that explore-exploit decisions would be comprised of two components that vary depending upon the 
availability of information available to the learner. The first would resemble a noisy or random form of exploration that emerges when 
information availability is low. An individual engaging in random exploration explores without a specific goal in mind, but because it is 
more interesting or engaging to sample something new. We hypothesized that this type of exploration would be reflected in perfor
mance on sequential decision-making tasks where an individual’s behavior is dependent upon expectations about the environment, 
novelty seeking, and tendencies to generalize from previous experience. 

The second component, directed exploration, would reflect a more intentional, goal-directed gathering of information that we 
predicted would be reflected in the patch foraging context. As with other task structures, the goal in this task is to obtain the highest 
total reward possible. This form of exploration relies upon cognitive flexibility, as an individual’s hypotheses about reward availability 
must be constantly updated and revised in light of higher degrees of available information (richness of the environment, depletion rate, 
switch costs, etc). As found by Wilson et al (2014), we reasoned that decisions in a bandit task would contain elements of both random 
and directed exploration due to a moderate degree of uncertainty, but also substantial available information. 

The second issue we tested concerned developmental differences in exploration between early adolescence (age 10–13) and young 
adulthood. We focused on early adolescence because this period involves increasing exposure to novel social environments (e.g., 
transitioning from elementary to middle school; forming new peer groups) that afford opportunities to explore. Because executive 
processes like working memory and cognitive flexibility undergo substantial development from early adolescence to early adulthood 
(Ferguson, Brunsdon & Bradford, 2021), and previous work shows different exploration strategies in adolescents vs. adults, we hy
pothesized that the structure (sub-components) involved in exploration described above could change with age. For example, prior 
research shows that some cognitive constructs (e.g., sub-components of executive function) change in their level of differentiation with 
development (Howard, Okely, & Ellis, 2015). Finally, we predicted that age-related differences in exploration would depend on the 
task environment: we predicted that early adolescents would engage in less directed exploration during a bandit task than adults, 
replicating Somerville et al. (2017); but that younger individuals would engage in more exploration during sequential decision-making 
tasks that involve high uncertainty (and lend themselves to random exploration). Because exploration is tied to learning, we reasoned 
that the information gathered from our more comprehensive approach to studying developmental differences in explore-exploit de
cision making would have implications for the types of environments where adolescents can learn most efficiently. 

2. Material and methods 

Below, we report on our participants and procedure, along with how we determined our sample size, all data exclusions, all 
manipulations, and our overall analysis plan. 

2.1. Participants 

One hundred and twenty-one participants are included in this study. Sixty-two early adolescents ages 10–13 years (M = 11.1, SD =
0.81, 32 female) and 59 young adults ages 18–32 years (M = 19.3, SD = 2.63, 45 female) were recruited from the Madison metro
politan area to participate. The total sample size was determined based on available resources and aimed to be similar to previous 
published developmental studies examining exploration (e.g., Somerville et al., 2017; van den Bos & Hertwig, 2017), which included 
about 105–150 participants. Among the early adolescent sample, 74 % identified as white, 2 % as Black, 3 % as Hispanic, 11 % as 
mixed, 7 % as Asian/Pacific Islander, and 3 % did not report. Among the adult sample, 73 % identified as white, 24 % identified as 
Asian, and 3 % did not report. Parents of child participants and young adult participants gave informed consent for their child/ 
themselves, and the university IRB approved all procedures. To keep children engaged in the tasks, child participants were told that 
earning more points would be tied to a more desirable prize. In the end, all children were given a small gift of their choice for 
participating, and parents were paid $20. Young adult participants were recruited through a Psychology participant pool and flyers 
around campus, and were compensated with their choice of $10 cash or extra credit in their Psychology course. Analysis code, raw 
data, and stimuli are available at https://osf.io/ytc3n/. 

2.2. Procedure 

Participants completed four computerized tasks in a counterbalanced order, followed by a test of fluid cognition (digit span for 
early adolescents or Wechsler Abbreviated Scale of Intelligence (WASI) matrix reasoning subscale for adults) to examine the extent to 
which generalized cognitive ability may influence decision-making behavior. The four explore-exploit tasks are summarized in Fig. 1. 

Grid task. This sequential decision-making task was adapted from Dale, Sampers, Loo, & Green (2018). The screen was divided into 
a 20 × 20 Grid of rectangular boxes. Each box initially contained 3 question marks which, when clicked, revealed a point value 
underneath (see Fig. 1A). Point values were generated randomly but programmed such that participants encountered the same 
sequence of values for each unique location clicked, regardless of where they clicked (e.g., the third new box clicked would yield value 
× regardless of where it was located). In other words, there was no spatial correlation among the boxes. Participants were informed 
that each box held a consistent reward (i.e., if they went back to a box they had selected previously, they would get the same reward as 
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before). The values simulated a normal distribution and were then exponentiated to produce a log-normal distribution (with some very 
high values in the tail of the distribution). 25 % of the boxes were randomly set to 0. 

Participants were told that each box contained some number of points but were not given any information regarding the reward 
distribution or the highest reward available. The experimenter demonstrated seven unique box clicks, followed by three repeated box 
clicks, selecting the highest value observed, to reveal that clicking a given box repeatedly yielded the same point value each time it was 
selected. Participants had the option to click as many different boxes as they liked within 200 trials and could return to high reward 
boxes as many times as they liked. In other words, for all 200 trials, participants had the choice to either explore a new box or return to 
any previously selected box. At the end of each trial, participants could see their current total score, as well as the number of trials 
remaining. There was no time limit for this task, or any other tasks. The exploration score for the Grid task was calculated by summing 
the total number of unique box clicks across all trials. 

Chain Task. Also a sequential choice task, but one that is a purer measure of persistence in the context of limited reward, this task 
was adapted from Dale et al., (2018; Wolpert & Macready, 1997). Participants were presented with a single yellow box with the 
number ‘0′ in the center. At the top of the screen, a counter indicated the number of turns left, and a second counter indicated the 
number of points earned. Participants were not provided with any further information regarding reward values available. If partici
pants pressed the ‘C’ key, they would remain in the initial box and the ‘0′ in the box would change to a ‘1′ (i.e., they would be awarded 
with a single point). If they pressed the ‘I’ key, there was an 80 % chance of moving to a new box elsewhere on the screen (unbeknownst 
to the participant, all new boxes awarded 0 points). The remaining 20 % of the time, the participant was moved to the first box and was 
awarded one point (see Fig. 1B). After 7 boxes, if the participant continued pressing ‘I’, they would progress through the same sequence 
again. Thus, if the participant pressed the ‘I’ key while in the first box, there was an 80 % chance of moving to the second box and a 20 
% chance of staying in the first box. If the participants pressed the ‘I’ key while in the second box, there was an 80 % chance of moving 
to the third box and a 20 % chance of moving back to the first box, and so forth until they reached the seventh box. Participants were 
given 100 turns in total. Their exploration score was calculated as the total number of times that they clicked the ‘I’ key. Thus, 
participants who tended to exploit the small reward that came from pressing the ‘C’ key received a low exploration score, and those 
who persisted in pressing the unrewarded ‘I’ key had high exploration scores. 

Orchard task. In the Orchard patch foraging task (Constantino & Daw, 2022; Lenow et al., 2017), participants spent 14 min har
vesting apples in a series of four Orchards (see Fig. 1C). Participants were told they should try to collect as many apples as possible, and 
that apples would later be converted to points. The initial supply of apples at each try was randomly drawn from a Gaussian distri
bution with mean of 10 and standard deviation of 1. The apple supply at each tree gradually dwindled with repeated harvests, by a 
mean of 0.88 (sd = 0.07) for each successive harvest. At each trial, participants chose via key press to either continue harvesting at their 
current tree (exploit) or move to a different tree (explore). Within each Orchard, the “travel time” between trees was either long (12 s) 
because trees were far apart, or short (6 s), reflecting differing levels of opportunity cost for moving (since participants could not travel 
and harvest apples at the same time). Travel time conditions were counterbalanced in an ABAB/BABA block design. Correspondingly, 
participants were informed that in some Orchards trees were spread out, so it would take longer to walk to a new tree, and in other 
orchards trees were closer together. In all Orchards, the “harvest” time was 3 s, and the mean depletion rate was 0.88 (each harvest 
yielded 88 % of the apples in the previous harvest). Participants were required to harvest at least once at each tree before continuing. 
The dependent variable was the average of the last two harvests before moving to a different tree–the “exit threshold.” A low exit 
threshold indicated a higher exploration rate, while a high exit threshold indicated a lower exploration rate. We excluded the first exit 
threshold in each block, given that participants did not know if the travel time was “short” or “long” until they traveled to a new tree. 
Subsequent exit thresholds were then averaged across each environment type (short or long travel time) to calculate the total 
exploration score. 

Horizon task. In the Horizon task (Wilson et al., 2014), participants chose between two one-armed bandits that paid out differing 
point values (see Fig. 1D). In contrast to the grid task, participants were informed that each bandit was relatively consistent in its payoff 
amount within each game. After selecting a bandit, participants saw only the points awarded by their chosen bandit. Each game was 
either five or ten choices in length (Horizon), and the computer determined the first four selections (the participant had to select the 
bandit that was highlighted in order to continue). Thus, games were categorized as H1 (one free choice) or H6 (6 free choices). The 
“forced” choices controlled which information participants were exposed to before making their first free choice, which was the main 
dependent variable. Within the first four choices, the computer always selected one bandit three times and the other bandit once, so 
that there was an imbalance of information about the two bandits (this differed from the original task, and was done to shorten the 
task). Choosing the bandit with fewer previous payouts (i.e., “high information choices”) was categorized as exploration because by 
doing so, the participant would gain more information about the payoff amounts of the two bandits. Participants played 80 games in 
total. Each game was a fixed length, so participants choices did not influence the number of trials they completed. As expected, 
participants learned to choose the high mean option and to decrease information seeking as each game progressed (see Online Sup
plement for further information and figures depicting this manipulation check). 

Other variables within the task–mean payout amount and Horizon length–influenced the relative advantage of exploring in each 
game, and yielded information about participants’ exploration strategies. We distinguished between directed exploration (intentional 
information search) and random exploration (random decision noise that was not value-based, i.e., random). In each Horizon con
dition, directed exploration was quantified in a model-based manner as the “information bonus” – the additional value given to the 
more informative option. Random exploration was quantified as the decision noise, which can be used to compute the effective 
probability of choosing the low-mean option (in the original paper using this task (Wilson et al., 2014) the decision noise parameter 
was used as additional confirmation of the presence of random exploration). The equation for the random exploration model is below, 
stating that the probability of choosing left is a softmax function of Delta R (difference in observed mean reward between left and right 
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options), Delta I (difference in information between left and right options; +1 if left is more informative, i.e. played less in forced trials; 
− 1 if right is more informative), A (information bonus), B (side bias), Sigma (decision noise). 

This model allows fitting of noise (sigma) separate from information bonus (A). 

p(left) =
1

1 + exp(ΔR+AΔI+B
σ )

Although in our version of the Horizons task, all trials presented “unequal information,” random exploration can be calculated from 
the slopes of choice curves across all trials in a game. Graphs of choice curves showing random and directed exploration are provided in 
the Supplemental Materials. Directed exploration is reflected by a shift in slope, while random exploration is indicated by a flatter slope 
(Feng et al., 2021). 

For ease of interpretation, Model-based measures were then standardized from 0 to 1. We used choices in H1 games as baseline 
measures of random and directed exploration tendencies, and the first choice in H6 games as a measure of more strategic, information 
driven exploration (since information learned in these games could be used in subsequent trials). This resulted in four measures of 
exploration: H1 directed, H6 directed, H1 random, and H6 random. 

2.3. Analysis plan 

For each task, we planned to remove any participants from analysis who had a neurological condition or who showed statistically 
extreme patterns (>2 SDs above or below the mean) of nearly always exploring or exploiting, as these patterns could reflect misun
derstanding of the task goals. We first planned to examine the extent to which exploration task performance was correlated with 
general cognitive ability (WASI or digit span). Then we planned to analyze main effects of age group, task, and their interaction in the 
key measure(s) of exploration using a mixed ANOVA and post-hoc independent t-tests. For the Horizon and Orchard task, we con
ducted additional mixed ANOVAs to examine effects of condition by age within these tasks. Finally, we addressed the main hypothesis 
of the study—that explore-exploit decision-making would be explained by separable components–by exploring the relationships be
tween the four tasks for adolescents and adults using Principal Components Analysis (PCA). PCA is a data reduction technique that 
orthogonally transforms observed data into linear combinations (components) that capture most of the variance in the data (Jolliffe, 
2002). It is most suitable for when correlations between measures are relatively high (>0.3), as observed in the current study. Bivariate 
correlations were also included to provide additional detail regarding relationships between each of the exploration measures. Ana
lyses were completed using SPSS version 25 and R version 4.3.0. 

3. Results 

In the results below, we first report overall effects of age group and task, followed by findings at the level of individual tasks to 
examine differing patterns of decision making between youth and adults. Then we report findings regarding bivariate correlations 
among tasks, and finally, findings regarding the overall structure of explore-exploit decision making. Data from one adolescent 
participant diagnosed with autism were not included in analyses. 

3.1. Exploration and general cognitive ability 

To examine the extent to which general cognitive ability explained individual variation in exploration, we examined bivariate 
correlations between standardized WASI/digit span and measures of exploration. Digit span/WASI were negatively correlated with 
Horizon random exploration for adolescents and adults (r = -0.39, p =.002). In addition, WASI was positively correlated with Tree task 
exploration for adults only (r = 0.34, p =.008), while digit span had a marginal negative correlation with grid exploration among 
adolescents only (r = -0.25, p <.06). There were no significant correlations between WASI/digit span and chain task exploration or 
directed exploration in Horizon. 

Table 1 
Task performance (Mean & SD) by age group.   

Youth Adults 

Grid: # of boxes 116 (39.4) 102 (50.4)+
Chain: # of moves 40.7 (23.1) 37.6 (23.6) 
Orchard: short travel time exit threshold 7.48 (1.8) 7.59 (1.7) 
Orchard: long travel time exit threshold 6.75 (2.2) 7.04 (2.08) 
Horizon: random exploration H1 0.17 (0.11) 0.17 (0.11) 
Horizon: random exploration H6 0.25 (0.11) 0.25 (0.10) 
Horizon: directed exploration H1 0.48 (0.07) 0.51 (0.07)* 
Horizon: directed exploration H6 0.51 (0.10) 0.56 (0.11)* 

Note: *indicates significant group difference (p <.05). + indicates marginal group difference (p <.1). 
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3.2. Effects of age group and task in explore-exploit decision making 

Table 1 lists descriptive statistics by age group for the primary dependent variables in each task. A two (age group) by five 
(exploration measure) mixed ANOVA on Z-scored exploration scores revealed no main effects of age group or task. However, there was 
a significant age group x task interaction, F(4,440) = 3.76, p =.005. Simple effects t-tests indicated a significant age group difference in 
directed exploration in the Horizon task, F(1,110) = 9.1, p =.003, but no significant effects of age in other exploration measures. 

Grid task. Early adolescents (M = 116, SD = 39.4) explored more than adults (M = 101, SD = 50.4), although the effect did not reach 
significance, t(117) = 1.7, p <.1, d = 0.3; See Fig. 2. No outliers were identified in this task. 

Chain task. One child and one adult who moved on every trial (i.e., never exploited) were removed from analysis. No significant 
effects of age group were found, t(114) = 0.57, p =.28. 

Orchard Task. Participants who left a tree after harvesting just once over 80 % of the time or who never explored a new tree in two or 
more Orchards were identified as statistical outliers and removed; these criteria resulted in two adolescent and two adult exclusions. 

An additional 2 (travel time) x 2 (age group) mixed ANOVA was performed to examine group differences in exploration (average 
exit threshold) in the Orchard task. As expected, there was a main effect of travel time, F(1,116) = 32.3, p <.001, eta2 = 0.22, 
indicating that participants chose to move between trees more frequently in the short travel time condition, where the “cost” of 
exploring a new tree was lower. However, there was no significant effect of age group or interaction between age group and travel 
time. We also examined foraging behavior in terms of the maximum value threshold (MVT) for each condition, which reflects the exit 
threshold that would maximize the long-run average reward rate (i.e., when the expected number of apples from one more harvest is 
smaller than the number of apples that one would expect on average). This value was 6.52 in the short travel time condition and 5.31 in 
the long travel time condition. With reference to these thresholds, one-sample t-tests showed that participants in both age groups 
explored with higher than optimal frequency, which reduces the harvest per time unit. (means = 6.75–7.59; ps < 0.06 - <0.001); See 
Fig. 2. 

Horizon task. Two follow-up 2 (horizon: long or short) x 2 (age group) mixed ANOVAs tested 1) directed exploration and 2) random 
exploration (decision noise) in the Horizon task. As expected, participants engaged in more directed exploration in H6 games (when 
they were afforded more free choices) than in H1 games (which afforded fewer choice options), F(1,118), = 22.7, p <.001, eta2 = 0.18. 
Adults engaged in more directed exploration than adolescents, F(1,118), = 7.55, p <.01, eta2 = 0.10. There was no significant age 
group x horizon interaction for directed exploration. Participants also engaged in more random exploration in H6 games versus H1 
games, F(1,118), = 78.0, p <.001, eta2 = 0.40. There was no significant main effect of age group or age group x horizon interaction for 
random exploration. See supplement for more details and manipulations checks regarding the Horizon task; see Fig. 2. 

3.3. Relationships among tasks 

Tables 2 and 3 summarize the correlations (Pearson R) for each age group across tasks. Given strong positive correlations between 
exploration among short and long travel time conditions on the Orchard task (r = 0.82, p <.001), we averaged those variables in 
subsequent analyses. In both age groups, exploration during the chain and grid tasks were significantly correlated, and random 
exploration was significantly correlated with grid exploration. 

3.4. Components of explore-exploit decision making 

Next, we conducted a Principal Component Analysis (PCA) with varimax rotation to examine the factor structure of combined 

Fig. 2. Exploration during the Grid, Orchard, and Horizon task by age group. Panel A: number of unique boxes clicked in Grid task. Panel B: 
Orchard task exploration calculated via mean exit threshold. Panel C: Directed and Random Exploration in the Horizon task. Exploration values 
represented by information bonus (directed exploration) and noise (random exploration).Note: Error bars indicate +/- 1 SE. Dots represent indi
vidual participants. 
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performance on each exploration task. PCA was performed using the primary outcome measure of exploration for each task: (1) 
Orchard task average exit threshold, (2) Grid task total number of unique boxes clicked, (3) Chain task total number of moves, (4) 
Horizon directed exploration, and (5) Horizon random exploration (for the last two variables, we took the combined average for H1 
and H6 games, which were strongly positively correlated; including all four variables separately for Horizon would lead to a less 
reliable PCA model due to an imbalance in the number of measures from each task). All these variables were standardized before 
analysis. To detect potential group differences in factor structure, we conducted this analysis separately in each age group. Given our 
sample size, it was inadvisable to examine age group as a separate variable in the PCA. As shown in Table 4, PCA revealed a similar 
composition of underlying factors among youth and adults. 

Among early adolescents, PCA revealed that performance across tasks converged on two components; see Table 4. The first 
component accounted for 37.7 % of the variance across all tasks, and was composed of grid, chain, and Horizon random exploration. 
The second component accounted for 21.7 % of the variance and was composed of Horizon directed exploration and Orchard task exit 
threshold. The same component compositions were found among adults, with Component 1 accounting for 33.9 % of variance and 
Component 2 accounting for 22.7 % of variance. Additional information, including Scree plots, is available in the online supplement. 

Table 2 
Correlation matrix for explore/exploit measures among adolescents.  

Table 3 
Correlation Matrix for explore/exploit measures among adults.  
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4. Discussion 

We sought to examine the structure across the types of explore-exploit decision making tasks used most frequently in the extant 
literature. All four tasks were designed to measure tendencies to make explore versus exploit decisions. The tasks differed, however, in 
terms of which factors influenced participants’ decision-making behavior. We reasoned that decision making performance differences 
across four tasks would be accounted for by the differential emphasis of each task on various cognitive processes and on the amount of 
uncertainty in the environment. We also aimed to examine effects of age on the structure of explore-exploit decision making and on 
exploratory behavior within each task. 

Consistent with our predictions, two underlying components accounted for explore-exploit decisions. Contrary to prediction, these 
components did not differ between adolescents and adults. For both early adolescents and adults, the first component underlying 
exploratory behavior is comprised of exploration on sequential choice tasks and Horizon random exploration. This component might 
represent pursuit of novelty, regardless of reward value, expectations/perceptions about potential reward in the environment based on 
generalizing past experiences, or other unmeasured processes—all potential underlying aspects of “random exploration.” The second 
component, comprised of exploration during patch foraging and Horizon directed exploration, might represent strategic information 
seeking to obtain larger rewards, subserved by cognitive flexibility and working memory. 

Exploration in sequential choice tasks, such as Grid and Chain, tend to be positively correlated (Dale et al., 2018). Exploration in 
these tasks is influenced by the extent to which the participant believes that a very large reward may be present; if so, they should 
explore many different boxes or locations. Because there is so little information about the environment available, any hypothesis 
testing that occurs is expected to depend on an individual’s tendency to generalize from past experiences and may therefore be more 
“noisy.” Another interesting aspect of these tasks is that more exploration was associated with lower total rewards (because there was 
in fact no “outlier” high value in the task environment); in other words, the utility of exploration from a pure reward maximization 
standpoint is diminished). Speculatively, measures of exploration in the Grid and Chain tasks may be similar to random variability 
(decision noise) in the Horizon task. Thus, both the sequential choice and Horizon tasks require a certain amount of random explo
ration; while neither strategic nor information-driven, random responses are computationally less costly than directed exploration in 
these paradigms (Wilson et al., 2014). In contrast, Orchard task exploration relies heavily upon strategic search to maximize reward in 
the context of limited resources, and where information about the environment can be learned quickly. One way to interpret this task is 
that participants identify an optimal threshold based on the average rate of return, and switch patches once the current option falls 
below the estimated value of alternatives (i.e., a purely exploitative perspective). However, the fact that participants tended to leave 
patches earlier than optimal for reward maximization suggests the alternative interpretation that participants did in fact engage in 
information seeking. This was also the only task that was positively correlated with general cognitive ability, supporting an inter
pretation that exploration here is somewhat dependent on strategy and planning. An optimal strategy on this task requires flexibly 
switching between explore and exploit strategies as more information is accumulated. These features lend themselves to more strategic 
information search and have parallels to directed exploration in the Horizon task. 

Our findings here illustrate the overall complexity of explore-exploit decision making. At the outset we defined exploration as 
information seeking and exploitation as seeking immediate rewards at the expense of new information. But there are several reasons 
why an individual might choose to explore. For example, one might make a mistake, or simply act randomly or out of boredom–these 
phenomena may be captured by our “random exploration” component. A person might have optimistic prior expectations about the 
environment, leading them to attribute a higher expected value to the novel option, regardless of information known. These alternative 
explanations make it difficult to measure “pure” information seeking behavior and support the use of multiple methods in assessing 
explore-exploit behavior. 

The present data also suggest that some features of exploration change over development. Relative to adults, early adolescents 

Table 4 
Rotated Component Matrices for early adolescents and adults.  

Early Adolescents  

Component 1 Component 2 

Grid # boxes 0.82 0.11 
Chain # moves 0.69 − 0.07 
Orchard Mean Exit Threshold 0.09 0.82 
Horizon Directed Exploration 0.07 0.74 
Horizon Random Exploration 0.76 − 0.07  

Adults  

Component 1 Component 2 

Grid # boxes 0.83 0.06 
Chain # moves 0.74 − 0.12 
Orchard Mean Exit Threshold − 0.34 0.68 
Horizon Directed Exploration 0.19 0.83 
Horizon Random Exploration 0.53 − 0.03 

Note: The primary loading for each measure is bolded. 
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showed less directed exploration during the Horizon task, as consistent with previous research (Somerville et al., 2017), but also 
somewhat higher tendencies to explore in the low-information Grid task environment. This suggests that earlier development may be 
characterized by approaches to learning that are exploratory and flexible, but less strategic than those of adults. This phenomenon has 
been documented in young children, who tend to show higher rates of exploration overall, and more decision noise in their exploration 
relative to adults (Gopnik et al., 2017; Schulz et al., 2019). Findings that adolescents engage in less information-driven search than 
adults are consistent with data suggesting that this age group is more comfortable with ambiguity and uncertainty (Somerville et al., 
2017; Tymula et al., 2012; van den Bos & Hertwig, 2017). 

The Grid task has very low known information regarding reward distributions. Therefore our findings are consistent with the idea 
that early adolescence is characterized by a “resampling” of one’s environment, resulting in neurobehavioral recalibration that op
timizes an adolescent’s behavior for their current environment, regardless of past environments (Gunnar et al., 2019). Exploratory 
learning at this stage of development, even if more random than information-driven, would facilitate flexible changes in decision- 
making, whereas more directed forms of exploration may be less flexible and become more prominent with prefrontal cortex matu
ration. In contrast, we found no age-group differences in the Chain task, a measure of persistence without reward; or in the Orchard 
task, which measured strategic allocation of limited resources. These tasks both include more reliable and consistent information about 
the environment, suggesting that early adolescents and adults use such information in similar ways to inform their decision-making. 

4.1. Limitations and future directions. 

Because PCA is by definition exploratory, our interpretation of the components yielded in this study is speculative. This study 
examined a novel question regarding the structure of explore-exploit decision making, and should be considered a first step in this line 
of inquiry. Future studies could extend knowledge in this area by using paradigms that more systematically disentangle cognitive 
processes such as memory, cognitive flexibility, expectations, and learning. A limitation of our study is the relatively small sample size 
and lack of racial diversity in our sample. Although our sample size was similar to other behavioral studies of cognitive development, a 
larger sample would have allowed us to examine more sophisticated factor analysis models. Future work should focus on recruiting 
larger and more racially and socio-economically diverse samples, given research showing differences in learning and decision-making 
related to family SES (e.g., Palacios-Barrios et al., 2021). Future research might also examine factors associated with individual dif
ferences in explore-exploit decision-making, such as SES, early stress history, and experience with unpredictability, as well as how 
explore-exploit decision-making relates to constructs such as risk-taking, reward processing, and reinforcement learning. Finally, it 
would be useful to examine how developmental differences in decision making contribute to aspects of psychosocial development in 
adolescence, such as identity formation and social learning. 

4.2. Conclusions 

In the current study, we examined the overall structure of explore-exploit decision making using four common paradigms. We 
found that patterns of decision-making were represented by two components among both youth and adults: we interpret these 
components to represent 1) random exploration that is not explicitly goal-directed, and 2) directed exploration to purposefully reduce 
uncertainty. Given this two-component model, along with differing patterns of developmental differences between tasks, it would be 
useful for researchers going forward to use multiple paradigms to capture multiple aspects of explore-exploit decision making; or to 
clearly define which aspect of this process they wish to study, and carefully choose a paradigm that aligns with that aspect. Overall, 
further exploring how we learn to explore or exploit will better our understanding of fundamental questions in developmental science 
regarding how individuals adapt to changing environments over time. 
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